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Abstract

Using spectral embedding based on the probabilistic signless Laplacian, we obtain
bounds on the spectrum of transition matrices on graphs. As a consequence, we bound
return probabilities and the uniform mixing time of simple random walk on graphs. In
addition, spectral embedding is used in this article to bound the spectrum of graph
adjacency matrices. Our method is adapted from [Lyons and Oveis Gharan, 2017].
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1 Introduction

Spectral embedding is a popular tool in modern data clustering, as summarized in [von
Luxburg, 2007]. Also, spectral embedding was exploited to study graphs. In particular,
[Lyons and Oveis Gharan, 2017 (henceforth cited as LOG17)] introduced spectral embedding
as a new tool in analyzing reversible Markov chains (random walks on graphs). For instance,
[LOG17, Theorem 4.9] gave a sharp bound on return probabilities of lazy random walk. Here,
the lazy random walk on a graph G stays put at a vertex with probability 1/2 and moves to
a random uniform neighbor otherwise.

Theorem 1.1 (LOG17, Theorem 4.9). Let G be a regular, simple, connected graph with n
vertices. For each vertex x of G and t > 0,

1 13
0 < pilz,z) — = < —,
pt(IiL') n \/¥

where pi(x,x) is the probability of returning to x at step t for the lazy random walk on G
starting from x. ]

Now, a question arises naturally: if simple random walk, instead of lazy random walk, is
considered, do we still have good bounds on return probabilities? Here, the simple random
walk on a graph moves to a random neighbor uniformly.

To get some feeling, we recall the method used in the proof of the above bound in
[LOG17]. Given a graph G, let P be the transition matrix of the simple random walk on
G; then P’ = # is the transition matrix of the lazy random walk on G. We know that P
and P’ are symmetric operators on the space of functions on V(G) square summable with
respect to the degree sequence of GG, so their spectra are both real. Denoting the spectra
of P and P’ as o(P) and o(P’) respectively, we know that o(P’) is closely related to o(P):
A € o(P) if and only if 12 € o(P'). Since o(P) is contained in the interval [—1, 1], o(P’) is
contained in [0, 1]. Also, it is well known that the non-trivial (different from 1) spectrum of
P’ “governs” the “convergence rate” of lazy random walk: for instance, if the gap between
the largest non-trivial eigenvalue of P’ and 1 is large, then intuitively, the convergence will be
faster. Thus, by the relation of o(P) and o(P’), we only need to consider the spectrum of P
near 1. Moreover, we notice that o(P) is closely related to the spectrum of the probabilistic
Laplacian £ := I — P corresponding to P. To prove the aforementioned bound in [LOG17],
using the spectral embedding based on £, [LOG17] first revealed upper bounds on the vertex
spectral measure of L. It is known that return probabilities are determined by vertex spectral
measures; therefore, bounds on return probabilities can be obtained from bounds on vertex
spectral measures (see [LOG17, Proposition 3.5]).

When it comes to simple random walk, the situation is different. Note that simple random
walks on bipartite graphs have period two and simple random walks on non-bipartite graphs
are aperiodic. For simplicity of presentation, we discuss non-bipartite case only in this
introduction. To begin, we still have the intuition that the “convergence rate” of simple
random walk is related to the non-trivial spectrum of P: for instance, [Diaconis and Stroock,
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1991, Proposition 3] proved that the geometric convergence rate in total variation norm
is determined by the maximum non-trivial eigenvalue in absolute value when the random
walk has finitely many states. Note that o(P) C [—1,1], but ¢(P) is not necessarily non-
negative. Therefore, in order to deal with “convergence” of simple random walk, one also
has to consider the negative spectrum of P. However, we usually study the spectral gap of
the probabilistic Laplacian £ = I — P, which is related to the spectrum of P near 1 but does
not provide much information about the negative spectrum of P.

Our solution is to consider another operator: the probabilistic signless Laplacian operator
Q = [ + P. Obviously, the spectrum of P is closely related to the spectrum of Q by a shift
of 1 unit horizontally. The spectrum of Q is therefore real and non-negative. This brings us
some convenience: we have more tools to deal with the operator Q, its associated quadratic
form for a start. We will first consider the vertex spectral measure of Q using the spectral
embedding based on Q, so the negative spectrum of P is bounded. Then we may proceed
to get a bound on return probabilities of simple random walk. See Theorem 3.5 for details.

1.1 Main Results

To give an overview of our results, in this subsection, we constrain ourselves to the case
of unweighted graphs. Some notation will be needed, which will be explained in more detail
in subsequent sections. Consider a locally finite, simple, connected graph G = (V, E). A
vertex x € V has degree d(z) in G. Write m(z) = %,
graph. When G is finite, we denote the eigenvalues of the transition matrix P on G as

which is 0 when G is an infinite

“1K AL = AT KA KA <A <A =0 =1

max

where n = [V|. When G is finite, it is well known that A’ = —1 if and only if G is bipartite.
However, for infinite graphs, it is more appropriate to consider their vertex spectral measures.
For instance, denoting the probability of returning to = at step t as p;(x, x) for the simple
random walk on G starting at x, then we have

pilz, ) = /[ (=),

where p, is the vertex spectral measure at x of £. Denote the vertex spectral measure at x
of Q as pg. It is shown in Lemma 3.3 that when G is finite,

D u6) = [{j; 1+ A <5}

zeV

This enables us to count eigenvalues of P on the interval [—1, —1+¢]. Therefore, we can get
lower bounds on eigenvalues of P from upper bounds of the vertex spectral measure of Q.

We first consider non-bipartite graphs. In fact, when the graph is non-bipartite, the
simple random walk is aperiodic, so some troubles are avoided. Our result for simple random
walk on regular graphs reads as follows.
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Theorem 1.2. For a regular, non-bipartite, simple, connected graph G, we have
p2(6) <10vV6,  0<6<2, z€eV.

For each x € V', simple random walk on G satisfies

0 < p(z,z) —m(x) < for t=0mod 2,

SleSle

\pi(z, ) — m(z)| < for t=1mod 2.

Furthermore, when G is finite, for 1 <k <mn, A\l > -1+ 10%—2”2.

The above result is sharp by Example 3.7. Theorem 1.2 is interesting since the degree
and size of the regular graph G are not involved. In Theorem 1.2, the first assertion about
bounding vertex spectral measure follows from Theorem 3.1 in the subsequent text; the
second assertion about return probability bound follows from Theorem 3.5; and the last
assertion is treated in Corollary 3.4.

It would be helpful to briefly describe the mechanism of getting return probability bounds
in this paper, in which Lemmas 2.6 and 2.7 play essential roles. In fact, Lemmas 2.6 and 2.7
reveal how the asymptotics of large-time return probabilities corresponds to the asympotitics
of the spectral measures of £ and Q near 0. For instance, when proving Theorem 3.5, we first
obtain a bound on vertex spectral measures of @ in Theorem 3.1, which in fact characterizes
the spectrum of P around —1; The first assertion of [LOG17, Theorem 4.9], as a counterpart
of Theorem 3.1, characterizes the spectrum of P around 1; based on Theorem 3.1 and the
first assertion of [LOG17, Theorem 4.9], Lemmas 2.6 and 2.7 will conveniently produce a
bound on return probabilities. Here, Lemmas 2.6 and 2.7 show how return probabilities
of simple random walk are determined by the spectrum of P around 1 and —1. In fact,
Lemma 2.7 is an extension of [LOG17, Lemma 3.5]: intuitively, [LOG17, Lemma 3.5] reveals
how return probabilities of lazy random walk are determined by the spectrum of P around
1.

The following proposition is for graphs satisfying volume growth conditions.

Proposition 1.3. Let G be a non-bipartite, infinite, simple, connected graph. Suppose that
for some vertex x of G, there are constants ¢ > 0 and D > 1 such that

> dy) = cr+1)”

y; dist(z,y)<r
for all r = 0, where dist is the distance on graph. Then for all § € (0,2),

15(8) < Cd(x)s”/ P+,
p(6) < Cd(x)sP/ P,
where

(D +1)?

C= c1/(D+1) D2D/(D+1)°
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Hence for all t > 1, simple random walk satisfies
pe(z, ) < 2C"w(x)t~ P/ P+ for t=0mod 2,
pe(z, z) < Clw(x)t=P/P+HD for t=1mod 2,

where

o D+1 r D
T/ (D+1) D(D-1)/(D+1) (D + 1>‘

Proposition 1.3 follows from Corollary 4.3 directly.
Using the spectral embedding based on Q, we also bound the vertex spectral measure of
@ in another way and get bounds on the uniform mixing time.

Proposition 1.4. For any non-bipartite, finite, simple, connected graph G, we have

d(x)d
2(5) < ) 2
20 <G8 el ae.
where # (GQ) is defined as
[ Xpwmerl f@) @
mm{ — T 7%§ﬂw<0<%$f@%
and satisfies K (G) > m. Consequently, for 1 < k < n,
A > -1+ L AC) i

== 1+ -— .
Y opey d() (diam(G) + 1) >,y d(z)
Furthermore, 7o,(1/4) < 8n®. If G is also regular, then we have T,,(1/4) < 24n?.

Proposition 1.4 follows from Lemmas 5.2 and 5.3, and Corollaries 5.4 and 5.6.
Note that for a finite, simple, connected graph G, [LOG17, Proposition 4.2] implies

B k
Raiam (G) ZQ:EV d(x) ’

where Rgiam (G) is the resistance diameter of G. This bound combined with the lower bound
on eigenvalues of P in Proposition 1.4 improves [Landau and Odlyzko, 1981], which asserted
that each eigenvalue A of P that is neither 1 nor —1 satisfies

1
(diam(G) + 1) N yax

Mo <1 0<k<n—1,

N <1-

where dy.x is the maximum degree of G.

The bound 7.,(1/4) = O(n?) in Proposition 1.4 is sharp by the example of cycles: there is
a constant ¢ > 0 such that for all odd number n, simple random walk on an n-cycle satisfies
Too(1/4) = cn? (see [Tetali and Montenegro, 2005, Example 3.11]). See Section 5 for more
details.

As a special class of regular graphs, vertex-transitive graphs are of interest, since they
are intuitively “homogeneous” and especially well studied.
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Theorem 1.5. Let G be a non-bipartite, simple, connected, vertex-transitive graph with
degree d < 0o. For each x € V, ¢ € (0,1), and § € (0,2], we have
1

Mf(‘s) < m>

Vds

where N (r) denotes the number of vertices in a ball of radius r. In addition, if G is finite,

2 m 2
e > (i
Amin 2 yi (sm 1(diam(G) & 1>> :

Theorem 1.5 follows from Theorems 6.2 and 6.4 directly. As usual, a bound on return
probabilities of simple random walk follows immediately from a bound on vertex spectral
measures. See Corollary 6.3 as an example.

Apart from vertex spectral measure at one single vertex, we may consider average spectral
measure for finite graphs. Given a finite graph GG, the average spectral measure of Q is defined

as 1@ = 3,y u&/n.

Theorem 1.6. For any non-bipartite, finite, simple, connected graph G and § € (0,2), we
have

12(0) < (40006)Y3.

Consequently, \f' > —1 + ﬁ for 1 <k <n. Furthermore,

Zme\/pt(x7x> —1 < 30

0< p <ai for t=0mod 2,
r,x)—1 15

|ervpt< ) ‘ < == for t=1mod 2.
n t1/3

Theorem 1.6 is treated in Section 7; see Theorems 7.1, 7.5 and 7.6, and Corollary 7.2 for
more details.

Non-bipartite graphs are considered in previous paragraphs. But the bipartite case is a bit
different, because simple random walk on a bipartite graph has period two. Fortunately, by
[Mohar and Woess, 1989, Theorem 4.8|, the vertex spectral measures of £ and Q coincide.
Therefore, only the estimates for the vertex spectral measure of £ from [LOG17] will be
enough for us to get bounds on return probabilities of simple random walk. For example, we
have the following result for bipartite graphs.

Theorem 1.7. Consider simple random walk on a reqular, bipartite, simple, connected graph
G. Then for each x €'V,

18
0 < pilz,x) —27(x) < — for t=0mod 2.

Vit
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This result is later proved as Theorem 8.1 in Section 8.
Our method works as well for analyzing the spectrum of the adjacency matrix A of a
finite graph G. Suppose the eigenvalues of A are

A A A A
pax KAL =AM KA KN <M < M = A < dia,

where dy.x is the maximum degree of G.
Proposition 1.8. Let G be a non-bipartite, finite, simple, connected graph. For 1 < k < n,

kot (G) - k
~ (diam(G) + 1)n’

dmax + )\? 2

Proposition 1.8 follows from Corollary 9.7 directly. Proposition 1.8 improves [Alon and
Sudakov, 2000, Theorem 1.1], which obtained that dp., + A > m. To get Propos-
ition 1.8, in Section 9, we first consider the spectral embedding based on the combinatorial
signless Laplacian © = D + A, where D is the diagonal degree matrix of G. Then Proposi-

tion 1.8 follows from the bound below on the vertex spectral measure of ©.

Proposition 1.9. Let G be a non-bipartite, finite, simple, connected graph. Then for each
§€1[0,)2..) and x € V, we have

max

5
(G

12 (0) < < (diam(G) 4 1)4.

This proposition follows from Proposition 9.4 directly. Suppose the eigenvalues of © are

0< A2, =29 A9 <A < <09 <\f.

The above proposition has the following corollary.

Corollary 1.10. Let G be a non-bipartite, finite, simple, connected graph . For 1 < k < n,
we have

kX (G) k

AP :
F n - (diam(G) + 1)n

V

Corollary 1.10 is proved as Corollary 9.6 in Section 9. In fact, it is known that a graph is
bipartite if and only if A9, = 0; for a non-bipartite graph G, [Desai and Rao, 1994] showed

that A2, measures non-bipartiteness of G.

1.2 Related Works

In the field of spectral graph theory, the combinatorial signless Laplacian has already
drawn wide attention: [Cvetkovi¢ and Simi¢, 2009, 2010a,b] are surveys on the study of
the combinatorial signless Laplacian. In fact, [Alon and Sudakov, 2000, Theorem 1.1] also
used the combinatorial signless Laplacian implicitly by considering its associated quadratic
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form. We use the method of spectral embedding, so not only the minimum eigenvalue but
all eigenvalues of the graph adjacency matrices are bounded from below in Proposition 1.8.

One highlight of this article is the introduction of the probabilistic signless Laplacian
Q, enabling us to deal with the negative spectrum of the transition matrix P on a graph
with the tool of spectral embedding, and therefore deal with return probabilities. Indeed,
the quadratic form associated to Q@ was used in [Desai and Rao, 1993; Diaconis and Stroock,
1991] to give lower bounds on the minimum eigenvalue of P. Signless Laplacian operator is
also related to dual Cheeger inequalities; see [Liu, 2015; Trevisan, 2012] for more details. We
consider the operator Q explicitly and exploit the spectral embedding based on it. Therefore,
the entire spectrum of P is treated, rather than only the minimum eigenvalue. For instance,
[Landau and Odlyzko, 1981] is improved as we discussed after Proposition 1.4.

In the literature, there are many fewer results on the negative spectrum of P than on
the positive spectrum of P. Recall that in the study of the positive spectrum of P, the
probabilistic Laplacian operator £ was usually used; in particular, the spectral gap of L
equals the gap between the largest nontrivial spectrum of P and 1. However, when one wants
to study the negative spectrum of P, for instance by considering the signless probabilistic
Laplacian operator Q, it is harder: since we don’t have many tools. For example, tools
from electrical network theory are pretty useful in the study of £, but they are not readily
available to deal with Q. We have to make a “detour” and adapt the existing tools.

1.3 Structure of this Article

We review notation for graphs and introduce spectral embedding based on the signless
Laplacian in Sections 2.1 and 2.2. Some preliminaries are included in Section 2.3. Return
probabilities of simple random walk on regular graphs are considered in Section 3. Return
probability bounds based on volume growth conditions are discussed in Section 4. The case
of transitive graphs is treated in Section 6. We also consider average return probabilities for
finite graphs in Section 7. In Section 5, we bound the uniform mixing time. Bipartite graphs
are discussed in Section 8. The tool of spectral embedding is exploited to study eigenvalues
of graph adjacency matrices in Section 9. The appendices contain some calculations and
auxiliary results.

2 Notation and Spectral Embedding

2.1 Graph Notation, Random Walk, and Laplacian Operators

Let G = (V(G),E(G)) be a finite or infinite, undirected, simple, connected, weighted
graph. For an edge of G, say e = (z,y) € E(G), let w(e) = w(x,y) > 0 be its weight. We say
G is unweighted if w(e) = 1 for each edge e € E(G). We assume G has weighted adjacency
matrix A(G), (unweighted) diameter diam(G), and (weighted) resistance diameter R giam (G).
Also, minimum, maximum, and average degrees in G are denoted by dpin(G), dmax(G), and
davg(G), respectively. When G is finite, we denote |V(G)| = n(G). If G is understood,
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reference to G may be omitted.

For z € V(G), we use standard graph notation N(z) = {y € V(G); (z,y) € E(G)} to
denote the collection of all neighbors of . Throughout this article, we require that G is locally
finite, ie., 30y w(w,y) < oo for each z € V(G). We say that w(z) =3y, w(z,y)
is the weight of x € V(@) in G, and the weight of a vertex subset S C V(G) in G is
wt(S;G) = qw(x). If G is unweighted, w(z) equals the degree d(z) of 2. Again, when
G is understood, the reference to G may be omitted. In particular, when G is vertex-
transitive, all vertices have the same weight, denoted by w. Write n(z) = Wtq(”‘ﬁfé)). For a
vertex x € V(G) and r > 0, let

B(z,r;G) = {y € V(G); dist(z,y) < r},
where dist is the distance on GG. Set
wt(z,r;G) = wt(B(ac,r; G); G).

For the simple random walk on G, the transition probability from = € V(G) to y € V(G)
is % We use p;(z,y) to denote the probability that the simple random walk started at

x € V(G) arrives at y € V(G) at step t.
Recall that we write (*(V(G),w) for the (real or complex) Hilbert space of functions
f: V(G) — R or C with inner product

(f90w =D w)f(z)g(x)

zeV(G)

and squared norm || f||2 = (f, f)w- We reserve (-,-) and | - || for the standard inner product
and norm on R* (k € N) and ¢*(V(G)). For a vertex = € V(G), we use 1, to denote the
indicator vector of x:

1 ify=ux
1.(y) = ’
) { 0 otherwise.

We also write e, = \/11(_ Note that e, € (?(V(G),w) is of unit norm: ||e,|, = 1.

w(z)
We have a series of useful operators on 2(V(G), w). The probability transition operator
P: A(V(G),w) = (2(V(G),w) is defined as

(PF) ()= >
yeV(G)

w

u(j ) f(y).

z)

We define the probabilistic Laplacian £ = I — P and the probabilistic signless Laplacian
Q = [ + P, where [ is the identity operator on (*(V(G),w). We know that P, £, and
Q are bounded self-adjoint operators on Hilbert space ¢*(V(G),w). The spectrum of P is
contained in the interval [—1,1]. Obviously, whether G is finite or infinite, the spectrum of
P and Q are related by a shift of 1 unit horizontally.
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Denote the resolution of identity for £ as Iz. Asin [LOG17], the vertex spectral measure
of L at x € V(G) is defined by

112(6) == (I£([0,6])ex, €2),, = (I£([0,6]) 14, 1,),  0< <2
For convenience, we will also use
15(6) = (I((0,0])es, €)= (I((0,0])15,12),  0<6<2, 2 €V(G).

It is easy to see that u,(0) = pk(d) + m(x) for 0 < § < 2 (see [LOG17, Section 3.1]).
When G is finite, the spectra of P and Q consist of eigenvalues (point spectrum) only:

o Denote the eigenvalues of the transition matrix P on G as

KA = AP AN <A < NP = N

min max

» Denote the eigenvalues of the probabilistic signless Laplacian Q as

0KAZ, = A2 AR <A< <A2 < )A2=)2 =

min max

2.2 Spectral Embedding Based on the Signless Laplacian

The spectral embedding based on L is introduced in [LOG17, Section 3.4] as a powerful
tool in analyzing random walk on graphs. In this subsection, we will introduce the spectral
embedding based on Q in parallel. Denote the resolution of identity for Q as I, with vertex
spectral measure at x

W) = (Io(des.e,),.  0<3<2 e V(G),

where Io(8) == Io([0,]).
Lemma 2.1. Let f € (*(V(G),w). We have

(Qf flu= Y www)|f)+fu)|"

(v,u)€EE(QG)

For § € (0,2] and f € img(Io(d)),

(QF w <OIIfIE =6 w(v O
veV

See the appendix for a proof.

Corollary 2.2. If G is connected and non-bipartite, then img([g {0}) ) contains only the
zero function. Therefore in this case, 1o(8) = Io([0,6]) = Ig((0,0]). It also follows that 0
is not an eigenvalue of Q if G is non-bipartite.

Page 9 of 59



Proof. Assume f € img(Ig({0})). We see that
> wlow)|f)+ fu)]" = (Qf, fhu < OlfI = 0.
(v,u)EE(Q)

Therefore, for (v,u) € E(G), we have f(v) = —f(u). Since G is non-bipartite, there is
an odd cycle C' = vyvy - - - vsv1, where s = 1 mod 2. Thus, f(v;) = —f(v1), implying that
f(v1) = 0. By connectedness, f(v) = 0 for all v € V(G). This corollary is proved. O

For a fixed § € [0,2], we define spectral embedding F'< based on Q as

F2:V(G) = A(V(G),w)

ooy po o Lold)es _ 1o(9)1,

It is clear that for each x € V(G), F2 € 2(V(G),w) is a real-valued function on V(G).
Lemma 2.3. For each finite or infinite graph G and x € V(G),

Mﬂ}ﬁﬂ@:ﬁg. -
Lemma 2.4. If u2(6) > 0, define f: V(G) — C as f = ”FQ”w Then
W) Al =1,
(2) f(z) = /u2(0)/w(x);
(3) f € img(Io(6)). 0

We need only mimic the proofs of [LOG17, Lemmas 3.11 and 3.12] to prove Lemmas 2.3
and 2.4.

2.3 Some Preliminaries

We will use Lemma 2.5, a standard path fact, which was proved in [Levin and Peres,
2017, Proposition 10.16(b)] and [LOG17, Lemma 4.5]. Bounds on the diameter of regular
graphs go back to [Moon, 1965], but a different approach was used there.

Lemma 2.5. Let G be a finite, simple, connected graph. We have diam(G) < d?”? —-1. 0O

The following two results will be useful when we are dealing with return probabilities in
subsequent sections.

Lemma 2.6. Lett be a positive integer and n be an increasing and right-continuous function
on [0,2] with n(0) = 0. Then we have

i / (L — AN = (—1)H () + /(O’Q]u—wdnw
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Proof. Using integration by parts, we have

t/o n(A) (1 —A)HdA = —/0 n(A)d(1 = A)
——aL= N+ [ =N dg)
(0,2]
=0+ [ 1=, 0

(0,2]

Lemma 2.7. Consider simple random walk on a non-bipartite, simple, connected, weighted
graph G.

(1) Let ¢ be an increasing and right-continuous function on [0,2]. Assume further that ¢
satisfies the following conditions:

0(0) =0=pz(0),  »(2) =1—-m(z) = 1 (2),
p(A) < ( ) for A€0,1),
pan(A) = o(A) for Xell,2].

Then fort =0 mod 2,

m(x) < p(z, z) < 7(x) +/ (1= X dp(N).

(0,2]

(2) Let 11 and 1o be increasing and right-continuous functions on [0,2]. Assume further
that 11 and 1y satisfy the following conditions:

Y1(0) = 12(0) = 0 = pz(0),

V1(2) = 12(2) =1 —7(x) = pz(2),
pz(A) < a(A)  for A €0,2],
pa(A) = v1(A)  for A€[0,2].

Then for t =1 mod 2, we have

m(x) 4+ /(0 2}(1 — N d (N < pe(x,x) < w(x) +/ (1 — Nt dyy(N).

(0,2]

Proof. a) This part is essentially a mimic of the proof of [LOG17, Lemma 3.5]. We consider
a non-negative integer ¢ in this part. Since P = I — L, we have

pe(z,x) = (I — L£)'1,,1,).
Symbolic calculus gives

(I—E)t:/m](l—k)t[g(d)\).
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Therefore, by the definition of the vertex spectral measure of £, we have

Pl 7) = /[ LA ) = |oa=ndm,

[0,2]
It follows that

pil, ) = m(a) + / (1= A (N, (1)

[0,2]
Furthermore, using integration by parts, we have

pi(e,7) = m(z) + / (1— N dut()

[0,2]

= ma)+ (1= VW - [ eda -y

= (z) + (~1)'p(2) + ¢ / (1 = AL,

b) When ¢ = 0 mod 2, because (1—\)* is always non-negative, by Eq. (1), pi(z, z) > 7 (z).
On the other hand, by the result in part a),

ploo) = (o) + (1= (@) +¢ [ )12
<1+t/Q¢MX1—AY1dA
=1—(1—n(z —\Nde(\
(1 <>)+/(072]<1 Y dg())
=7(x — A" de(N),
<>+/(072}<1 dg(N)

where the second equality follows from Lemma 2.6. The first assertion is proved.
¢) When ¢t = 1 mod 2, by the result in part a), we have

2
plae) = 2n(0) = 1t [ -0
0
Therefore, by Lemma 2.6,
2
pe(z,x) > 2m(x) — 1+ (1 - W(ZE)) —I—t/ P1(A) (1 — N)tdA
0

T 1 — N dy (V).
( >+/(072]< )i (M)
Similarly,
pe(x,x) < mlx) + / (1 — XN dapa(N). O

(0,2]
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3 Return Probability on Regular Graphs

In this section, we are mainly interested in regular graphs.

3.1 Estimate of Spectral Measure and Convergence Rate

Theorem 3.1. Let G be a non-bipartite, connected, regular, unweighted, simple graph. For
each x € V(G), we have

p2(6) <10V6,  0<6<2.

Theorem 3.1 is parallel to the first assertion of [LOG17, Theorem 4.9]. Rather than prove
Theorem 3.1 directly, we will show the following more general result. Note that when G is
regular, 2% = 1 for each z € V(G).

’ dmin

Proposition 3.2. Let G be a non-bipartite, connected, unweighted, simple graph. For each
z € V(G), we have
10d(z)V/6

2(8) <
/’Lz()\ dmin

, 0<d<2.

Proof. Fixing a vertex x € V(G), we define f as in Lemma 2.4. Recall that we denote
Apin = min{d(v); v E V(G)}.
a) If f(y) > 0 for all y € V(G), then

10d(x)v/s >02(Qf flu= > wwu)|f) + f(w)]’

Amin (v,u)€E(G)
> 3w y)|f@) + )] 2 w@)|f@)]
yEN(2)
= ug(9).

b) We may now assume without loss of generality that {v € V(G); f(v) < 0} is
non-empty. Let S = {s € V(G); f(s) > 0} and T = {t € V(G); f(t) < 0}. By
our assumptions, both S and T are non-empty. Recall that for each edge e € E(G), we
have w(e) = 1 because G is assumed to be unweighted. However, we do the following
construction of an auxiliary graph G’ for general weighted graphs because this will also be
useful subsequently in the proof of Proposition 4.1:

(1) The vertex set V' of G’ includes V(G). Also, if (u,v) = e € E(G) and u,v € S,
we introduce two vertices u(®) and v(®) in V', Similarly, if (u,v) = e € F(G) and
u,v € T, we introduce two vertices v(® and v® in V.

(2) Construct the edge set £’ of G' and their weights: If e = (u,v) € E(G) with u
and v both in S, we introduce three edges (u,u(®), (u®,v()), and (v, v) in E’;
if e = (u,v) € B(GQ) with  and v both in T, we introduce three edges (u,u®),
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(ul®, ), and (v®,v) in E'. Suppose e = (u,v) has weight w(u,v) in G. For
edges introduced above, we assign w(u,v) as their weights w’ in G, i.e.,

w' (u, u'®) = w' (u'® 0¥ = w' (v, v) = w(u,v).
If e = (u,v) € E(G) is not of the aforementioned forms, introduce one edge (u, v)
in E" and set its weight w'(u, w) in G’ as w(u,v).

It is obvious that G’ is connected. By the above construction, for v € V(G) C V', v has
the same weight in G and in G'. For v € V', denote its weight in G’ as w'(v). Since G is
unweighted in the current setup, G’ is also unweighted. So for a vertex v’ of G’, w'(v') equals
the degree of v/ in G'.

¢) Define a function g: V' — R:

v)|, veSUT,
o0y = {1/ .
0, otherwise.

It follows that

g(x) = f(z) = /p2(0)/w (),
Slo)[w'@) = 3 [f)[ww) =1,

veV! veV(G)
2 2
Z w,(vlaUQ)‘g@l) - 9(”2)‘ < Z w(Ul,W)‘f("Ul) + f(U2)‘ .
(v1,v2)EE’ (v1,v2)€EE(G)

We claim that g(v') = 0 for some v' € V. Otherwise, if V' \ (SUT) = @, all edges in G
would be between S and T', contradicting the assumption that G is non-bipartite.

Set B = {y e V'; |g(y) — g(z)| < @} It follows that B C SUT C V'. Since G’ is
connected, there exists a shortest path P in G’ from z to V' \ B.

d) If |P| =1 and at least half of the neighbors of x are outside of B, then we have

02 (Qf flu= > |flw)+ fw)]

(v1,v2)EE(G)

> > o) = g(we)|”

(v1,v2)EE!

d(z) 1 2 _d(z) pg0)
> Al =5
_ 12 (0)

.

Therefore, when ¢ < 1, u2(0) < 85 < 8V < M; when 6 > 1, p2(0) <1 <4§ <

104@)VE  The result holds in this case.

dmin
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e) If |P| = 1 and at least half of the neighbors of x are inside of B, then the neighbors of
2 inside of B are in S U T and are therefore of degree at least dp;, in G’. Thus,

2

5

If |P| > 2, we claim that wt(B;G") > =2=|P| still holds. To justify this claim, we assume
that P = uguy - - - upty41, where r = |P| — 1. Consider

B = {y e V'; dist(z,y;G') <r} CBC SUT.

Since P is a shortest path, ug, uq, ..., u,_9, and u,_q are all in SUT, and are therefore of the
same degree in both G and G’, which is at least dpi,. Setting K = {uo, us, ..., us|r-1)/3) },
we have

| K| = [r/3].
Counting the number of vertices in B , we get
Bl = (r+ 1) + |K|(din — 2),

where r + 1 counts the vertices {ug, u1, ..., u,}, and | K|(dmin — 2) counts the neighbors of K
that are in B but not on P. Hence, we get that

wt(B; G') = wt(B; G') = duin| B
2 dmin : ((r + 1) + |K|(dmin - 2))
>

dmin : ((T’ + 1) + g(dmin - 2))
d12ninr _ d12nin

> == (Pl -1
d12nin

> 7

So our claim holds. ;
Therefore, we may assume that wt(B;G’) > dm%

f) Note that > ..

P.
g(v)‘Qw’(v) = 1. It is easy to get

, 1 dw(z)  4d(z)
wt(B;G") < = = .
ST~ 180 520
Therefore,
4d(z) A
> wt(B,G') = —=|P|.
po() = )= T
Thus,
24d(x)
< ——7F—.
PIS &)
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Hence,

02 (Qf flw= Y. [fl)+ fw)]

(v1,02)€E(G)
P|-1
2 2
> > o) —g@)|* = Y o) — g(uin)]
(v1,v2)€EE’ i=0
1 |’P|71 2 1 )
> |73_| ( ; |9(Uz> - g(ui+1)\) = |P—|’g(u0) - g(um)’

1 g@  pg()
R 4 Plw(x)
_ p2(9)

4d(z)|P|

Proceeding further, we have

s5 180 o B0 (duS(0)):

> >
4d(z)|P| 4d(x)d2‘%4i<g>(5) 10d(z)
Therefore,
1
uf(@éw, 1<s<e. =

The upper bound in Theorem 3.1 could be easily used to get lower bounds on the eigen-
values of P. To this end, we need Lemma 3.3:

Lemma 3.3. Let G be a finite, connected, weighted graph. We have

> u2() = {j; AP <8}

zeV

Proof. Recall that the eigenvalues of Q are
0K AL, = A2 <A CAY < <02, < N\8=)8 =2

min max

Let hy, ho, ..., h, be an orthonormal basis of £2(V,w) such that

n.

(\®)
S
I
>

L)
o
—_
N
)
/N

It follows that

D g el = Inlls = 1.

zeV
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Therefore,

Do) =) (lo(derer), = > IlHo(d)e.l7,

zeV eV xeV
2
o DIRTIRY LS B DY AN,
e€V ;i AP<s TEV ji AP<S
= Z Z’(exahj>w’2: Z HhJH?u: Z 1
jiAe<guEV 75 AL<6 Ji AP<s
= [{5: A7 <. .

Corollary 3.4. Let G be a reqular, non-bipartite, finite, simple, connected, unweighted graph.
2 2
For 1 <k < n, we have )\kQ > k- Therefore, AN > -1+ 10’“07.

= 100n2 -

Corollary 3.4 is similar to the second assertion of [LOG17, Theorem 4.9].

Proof. By Lemma 3.3 and Theorem 3.1,

{7 A2 <8} = u2(6) = 10nVG.

zeV

Therefore, if 10nV6 < k,

{j; )\]-Q < 6}| < k. In other words, A2 > 10%%. O
Our main interest is to get bounds on return probabilities of simple random walk on
regular graphs.

Theorem 3.5. Let G be a regular, non-bipartite, simple, connected, unweighted graph. For
each x € V', simple random walk on G satisfies

18

0 < p(z,z) —m(x) < for t=0mod 2,

\pi(z, z) — m(z)| < for t=1mod 2.

Sle S

Proof. Theorem 3.5 is parallel to the last assertion of [LOG17, Theorem 4.9].
a) Set

10vV/X if A >0 and 10V < pi(1),
©(A) = pi(1) for intermediate values of A,

PE(2) —10vV2 =X if A< 2and p(2) — 10v2 = X = pi(1).

We claim that the function ¢ defined above satisfies the conditions in Lemma 2.7(1). In
fact, it is known that p*()\) < 10v/X from [LOG17, Theorem 4.9]. On the other hand, by
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Theorem 3.1,

1 (N) = (1£((0, A])er, e,
= <I£((0, 2})ex,ex>w — <I£(()\, 2])e$,ez>w
=1- <[£(O)ex,ex>w — <IL(()\, 2])ex,ex>w
>1— (Ic(0)ey, ep)  — (Ie([N 2])er €0,
=1—7(z) — (Ig(2— Ne,, e;)
>1—7(z) —10v/2 — X

The claim is proved.
Therefore, for t = 0 mod 2, by Lemma 2.7,

m(z) < pe(z,2) < w(x) + /0 (1 =N (\)dA

<M@+2/%1—MtidA

VA
1 . 1
:w@Q+1qé(1—A);7dA
<7r(:z;)+E
~ \/%7

where the last inequality follows from Lemma A.1. The first assertion is proved.
b) Set
Ui(A) = (pi(2) —10vV2 = X) V0, A €10,2],

and
Pa(N) = (10VA) A ps(2), A €(0,2].

Then they satisfy the conditions of Lemma 2.7(2). Consequently, we have
2 2
7@+ [ (- NN D < pea) <o)+ [ (1= w0 A
0 0

By some elementary calculation, we get that

m(x) — /0 (1— /\)ti dX < pi(z, ) < 7(x) —I—/O (1 —N)f—=dA.

VA

The second assertion follows immediately from Lemma A.1.

5
VA

For a graph that is not necessarily regular, we have the following result:
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Proposition 3.6. Let G' be a non-bipartite, simple, connected, unweighted graph. For each
x €V, simple random walk on G satisfies

18d(z)

dmin\/%
9d(x)
dens) =m0l < A

0 < piz,z) —m(z) <

for t=0mod 2,

for t=1mod 2.

Proof. To prove this proposition, we may use an argument similar to the one in the proof of
Theorem 3.5: instead of using Theorem 3.1, we will employ Proposition 3.2. When G is not
necessarily regular, checking the proof of [LOG17, Theorem 4.9] carefully, we find

10d(x)V/d

,u;(é)gd—, 0<0<2
Therefore, we set
10d(z)v/x it A >0 and VA (),
©(A) =< (1) for intermediate values of A,
« 10d(z)v/2—X , « 10d(z)v/2—X .
(@)~ VR i\ <3 and g (2) - G 5 ),

Pi(N) = (pi(2) — D22 v xeo,2],

dmin
and
Yo(N) = (RAVAY pm2), de [0,2].

T

The argument in the proof of Theorem 3.5 will proceed with suitable modification; and the
conclusion of Proposition 3.6 follows easily. Details are omitted. [

3.2 Sharpness, Spectral Radius, and Non-diagonal Convergence

The order of \/% in Theorem 3.5 is sharp. We show this by the following Example 3.7.

Example 3.7. Consider an unweighted graph G with V(G) = Z: (i,7) € E(G) if and only
if 0 <|i—j| <2. Obviously, G is non-bipartite, connected, and 4-regular. For the simple
random walk on G, [Davis and McDonald, 1995, Theorem 1.1] implies

. 1
Jim v/5¢p, (0,0) = 7
Therefore,

p:(0,0) ~ as t — 0.

1
v/ 5t

Hence, the sharpness is demonstrated. Il

Page 19 of 59



In Section 3.1, we focused on the negative spectrum of P by considering @ = [+ P. Asa
comparison, in [LOG17, Theorem 4.9], £ = I — P is exploited and so essentially the positive
spectrum of P is focused on. Recalling that the spectrum o(P) of P is contained in [—1, 1],
we set

v =1+ info(P),
74 =1 —sup(o(P)\ {1}).

It is obvious that y_ and 7, are both non-negative. But which is larger between v_ and .7
When G is finite, it depends; but when G is infinite, we have the following fact due to [Mao
and Song, 2013]:

Proposition 3.8. Let G = (V| E) be a connected, weighted, infinite, locally finite graph, with
wt(V) = co. Then we have vy < v_. In other words, the spectral radius of P is achieved by
the positive spectrum.

Proof. To begin, since wt(V') = oo, we see that the constant function is not in ¢?(V,w) and
1 is not an eigenvalue of P.

For any fixed small number € > 0, there exists a real function f € (2(V,w), with || f||., = 1,
satisfying

—L4y+e 2 (P fho = D w@(PHE)@) = Y w@) (D pe,y)f©)f(@).

zeV eV yEN ()

Hence, we have

L=y —e <UPL Dl =[S w@)( D2 plan)f) /(@)

eV yEN ()
<> w@ (Y sl @)
zeV yEN ()

= (PIf1,1f -
Since 1 is not an eigenvalue of P, we further have
(PLA S e <1 =75
Hence, 1 — (7~ +¢) < 1 — ;. It follows that
T+ S V- tE
Because € > 0 is arbitrary, we conclude v, < y_. [

Remark. Proposition 3.8 is stated in the language of graphs; it is nothing but a “translation”
of [Mao and Song, 2013, Theorem 1.1].

Using Theorem 3.5, we can also get the following result on non-diagonal convergence.
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Theorem 3.9. Let G be a regular, non-bipartite, simple, connected, unweighted graph. For
r,y €V oand t > 2, simple random walk on G satisfies

for t=0mod 2,

Sl
| o0

pe(x,y) — 7(y)| <

18
4 t2

|pt(I>y) - 7T(Z/)| < for t=1mod 2.

Proof. Because G is regular, for s > 1, we have

ps(z,y) — 7(y)| = |(ex, Pey)  —7(y)| = ‘/0 ) (1= A)*d(es, Ic(N)ey), ‘
— ‘/ (1— /\)5d<£(/\)ex,]£()\)ey>w‘ < / 11— AP d[{Ic(Nes, Ie(N)ey), |-
(0,2] (0,2]
Therefore, for t = 0 mod 2,

o) — 7()] < /( Al 0ens Ty,

/(0 ) — N (I (Ve ]L(A)e$>w> 1/2( /( ) 2](1 — N d(Iz(Ney, Iz(A)ey>w)1/2
1/2 . 1/2

( /(0 2] IeWere),) ( /(072}(1 SN (T WVey e, )

</0 w») -]’

1/2 12 _ 18
g )
= (pi(, ) = 7(2)) " (pe(y,9) — 7()) 7i
where we are using Eq. (1) to get the last equality and Theorem 3.5 to get the last inequality.
Hence, for z,y € V and t = 0 mod 2, we have }pt(x, y) — W(y)‘ < 17%.
Similarly, for ¢t =1 mod 2 and ¢ > 3,

pe(z,y) — 7(y)| < /(0 2}Il — AV = N ED2 AT (N es, Ie(Mey),, |

< /m“ N AL Wen LeVes), ) / (1= N AL Ve, LeVe,), )

(0,2]
= (pt—l(ma T) — W(x)) / (thrl(y’ y) — 7T(y)) ! S 3 2 _1

The proof is complete. O

Remark. We will give several results on return probability bound throughout this article.
Theorem 3.9 is a sample of deducing non-diagonal convergence from return probability
bounds.
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4 Volume Growth Conditions

For lazy random walk, [LOG17, Corollaries 4.10 and 4.11] presented return probability
bounds depending on volume growth conditions. We have parallel results for simple random

walk. Let us begin with the following proposition, which is comparable to the first assertion
of [LOG17, Proposition 4.7].

Proposition 4.1. Let G be a non-bipartite, finite or infinite, simple, connected, weighted
graph with weight at least 1 for each edge. For each vertex x € V(G), § € (0,2), a € (0,1),
andr >0, wt(z,r) > % implies p2(9) < 5“;—(?)7“.

Proof. We may assume p2(8) > 0. Fixing a vertex # € V(G), we define f as in Lemma 2.4.
a) If f(y) >0 for all y € V(G), then

62 (Qf, flw= Z w(v,u)‘f(v)—kf(u)F}’f(x)|2:,ux

(v,u)€E(G)

Note that wt(z,r) > % implies » > 1. Therefore,
dw(x)

g (6) < dw(r) < —;

T.
«

b) From now on, we may assume that 7' == {t € V(G); f(t) < 0} is non-empty. We
construct G' and ¢ as in the proof of Proposition 3.2 and use notations there. Set

B = {yeV'; |g(y) — g(z)| < ag(z)}.

It follows that B C SUT C V'. Since G’ is connected, there exists a shortest path
P = uouy - - uppy in G’ from x to V' B with ug = x. Hence,

6 2 (Qf, flw= Z w(U1,U2)‘f(U1) + f(U2)‘2
(v1,v2)EE(G)
IP|—1

> Z w,(U1,U2)‘g(U1) — 9(02)‘2 P Z ‘g(uz) - Q(Ui+1)|2

(v1,v2)EE’

o) _ ou2(9)
Pl w@)Pl

¢) We claim that
{ye V' dist(y,2;G") < [P| = 1} = {y € V(G); dist(y, 2:G) < |P| —1}. (2)
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In fact,

{y e V'; dist(y,2;G") < |P| -1} C B® CSUT CV(G).
By the construction of G', dist(y1,y2; G') = dist(y1, y2; G) for yy,y2 € V. Therefore,

{ye Vs dist(y,z:G") < |P| = 1} € {y € V(G); dist(y, 2;G) < [P| - 1}.

Suppose the above inclusion is strict. Then there will be a vertex v € V(G) that is not in
the left-hand side of Eq. (2), and a path P = tou; - - 45 in G with [P| < [P| =1, 4 = ,
and w5 = v. Set

Then L must be non-empty, otherwise v € V(G) would be in the left-hand side of Eq. (2).
Pick the smallest number ¢* in L and write e = (;«, 4;+41). By the construction of G’ and

g, we have g(ﬂgf)) = 0. Thus, Uyt - - -ﬂi*ﬂgf) is a path in G’ linking  and V' \ B, whose
length is i* + 1 < |P| < |P|. This is a contradiction. Therefore, Eq. (2) holds.

d) If wt(z,m;G) > %, we must have r > |P|. In fact, we notice that

wt(B@; G (1 - a)?g* () < Y o) w'(y) < D Jgw)[w'(y) = 1.

yeB() yev’
Therefore,

wt(x —1:G") < wt(B@W: ¢’ ! = wte)
te, [Pl = LG) SwiB™:6) S 5= 0i2m) ~ 0= a)220)"

Hence, Eq. (2) gives
wt(z, |P| — 1;G) = wt(z,|P| — 1;G") <

w(x)
(1-a)2u (9)
e) By the results in b) and d), we have

Consequently, wt(z,r) > implies r > |P].

o2p2(8) _ o?u2(0)
2 w@P| 7 wlo)r

Hence, we arrive at the conclusion that p2(8) < %r. O

Corollary 4.2. Let G be a non-bipartite, finite or infinite, simple, connected, weighted
graph with weight at least 1 for each edge. For each vertexr x € V and 6 < Tb”‘)’ we have

p2(9) < o) O

wt(z,r)
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Corollary 4.2 is comparable to the second assertion of [LOG17, Proposition 4.7]. To get
a proof, one need only exploit Proposition 4.1 and mimic the proof for the second assertion
of [LOG17, Proposition 4.7].

Now we present return probability bounds based on volume growth conditions.

Corollary 4.3. Let G be a non-bipartite, infinite, simple, connected, weighted graph with
weight at least 1 for each edge. Suppose that ¢ > 0 and D > 1 are constants such that
wt(z,7) = c(r+1)P for allr > 0. Then for all § € (0,2),

15(8) < Cw(x)sP/ P+,

12(6) < Cu(a)s?/ P+,
where

O (D +1)?

c1/(D+1) D2D/(D+1) "

Fort > 1, simple random walk satisfies

pe(z, ) < 2C"w(x)t~P/PTY for t=0mod 2,
pe(z, ) < Clw(z)t=P/P+D for t=1mod 2,
where
o D+1 ( D )
/D) DD-1)/(D+) T\ D+ 1)

Proof. The bound on p is proved in [LOG17, Corollary 4.10]. A similar argument can be
used to prove the bound on p2: in lieu of [LOG17, Eq. (4.4)], we use Corollary 4.2. To prove
the bound on return probabilities, we set

Cw(z)\P/P+D if A€ [0,1) and Cw(x)A\P/PT) L (1),
©(A) =9 pi(1) for intermediate values of A,
#z(2) = Cw(a)(2 = NP/ A e [1,2) and p5(2) — Cw(e)(2 = NP/ > (1),

and

[ Cw(@)NPIPTD A (2)if A e [0,1),
va(N) = {,4‘;(2) if A e [1,2].

It is easy to see that ¢ and 1), satisfy the conditions in Lemma 2.7. Therefore, we have

2 D [!
pe(z, ) < %/ ATY@OHD (1 — \)EdA for ¢t=0mod 2,
0
1
ez, ) < % ATV@ED(1 — \)tdN for t=1mod 2.
0
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But we have

1 o0
/ )\—1/(D+1) / A~ 1/( D+1) -t d) < / )\—1/(D+1)e—)\t d\
0 0 0
/ S/t —1/( D+1) —s d(S/t) _ t—D/(D—H)/ 8—1/(D+1)e—s ds
0 0
D
_ 4—D/(D+)
(D + 1)’

where we introduce a change of variable A\t = s to get the first equality. Hence, the bound
on return probabilities is proved. O

Corollary 4.3 is comparable to [LOG17, Corollary 4.10]. Using a similar method, one
may get an analogue of [LOG17, Corollary 4.11]. Details are omitted.

5 Mixing Time Bound

We are concerned in this section with mixing time bounds, which are based on the
bounds on vertex spectral measures in Lemma 5.3. As a preparation, we introduce the
following graph parameter.

Definition 5.1. Let G be a finite and weighted graph. We define

Y wayer VW) f(0) + f(u)]?

maxyev | f(y)[*

H(G) = min{ ; min f(y) <0< maxf(y)}.
yev yev

For a bipartite graph G, it is easy to see that £ (G) = 0. For non-bipartite graphs, we
have the following lemma.

Lemma 5.2. Let G be a connected and weighted graph, with weight at least 1 for each edge.
(1) Assume that f is a function on'V and P = zz - - - 2p| is an edge-simple path. Then

ST wow)|fv) + fw)]’ = %(f(zo) — (=1)P ).

(vyu)eER

(2) If G is also non-bipartite, finite, and simple, then JF (G) > m.

Proof. a) Note that

|P|-1

> www|f@)+ f) > D0 F) + f)]”

(v,u)EE
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By the Cauchy-Schwarz inequality, we have

[P|-1 |P|-1
Do)+ F)[f = oD ) = (D) )
IP|-1 2
> (0 (076 = (107
1

= 7 (/o) = (=) S )

The first assertion is proved.
b) Now we deal with the second assertion. Take f satisfying the constraints in Defini-

tion 5.1 such that )
> wawyer WO, W[ f(v) + f(u)]

maxyev | f(y)|?

Assume that |f| attains its maximum at z, then

Y wwer W) f(0) + f(u)]®
()] '

We may assume f(x) > 0 without loss of generality. Set

H(G) =

H(G) =

S={seV; f(s) >0}, T={teV; f(t)<0}.
By the assumptions, S and 7" are both non-empty. Because GG is non-bipartite, there exists
an edge (s1,s2) € E with s1,s9 € S, or an edge (t1,t2) € E with t1,t, € T
c) If there is an edge (s1,$2) € F with s1,s0 € S, let 770 be a shortest path from z to
{s1, 52} Without loss of generality, we may assume 730 is from z to s;. If \730] is odd, we
set P = Py if [Py| is even, we set P = Py.(s1, s3), the concatenation of P and the edge

(s1,s2). Hence, P is a path of odd length in any case. Assume

~

with ug = x. Then £k is odd and k& < diam(G) + 1. Hence, by the first assertion,

1 1 s
(v%;EW(U’u)}f(U) + f@)] = L (flw) + flw)” > L1 @) > dia‘mgag)’nL 1
Therefore, in this case,
H(G) > 1

~ diam(G) +1°
d) If there is an edge (t1,t;) € E with t;,t, € T, let Py be a shortest path from z to
{t1,t,}. Without loss of generality, we may assume Py is from x to t;. If [Pg| is even, we
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set P = Py; if [Py| is odd, we set P := Py.(t1,t5). Hence, P is a path of even length in any
case. Assume

P = wgvy -+ - v,
with vg = z. Then ¢ is even and ¢ < diam(G) + 1. Hence, by the first assertion,
|2

2 1 2 1 2 f(ZL‘)
(U%Ew(vauﬂf(v) + f(u)]” = z(f(vo) — flv))” > Z‘f(x)‘ > m‘

Therefore, in this case,
1
H(G) > —F—.
(@) diam(G) + 1
Now, we present our bounds on vertex spectral measures.

Lemma 5.3. Let G be a finite, simple, connected, weighted graph, with weight at least 1 for
each edge.

(1) Foré6€10,2) andx €V, pi(0) + m(2) < Rajam(G)w(x)d.

(2) If G is also non-bipartite, for § € [0,2) and z € V, n2(8) < 422 Moreover, by
Lemma 5.2, we have p2(6) < (diam(G) + 1)w(z)é for é € [0,2).

Proof. The first assertion follows immediately from [LOG17, Proposition 4.2]. We now deal
with the second assertion. Fix a vertex x € V' and define f as in Lemma 2.4.
When 6 € [0,A2,), #2(6) = 0 by definition. So the inequality holds automatically.
When A9 < 6 < A2 = 2, we know that f is orthogonal to the eigenspace of Q
corresponding to A2, = 2, which is spanned by (1, 1,..., 1), the constant vector. Therefore,

min max
max
by Definition 5.1, we have

53 (1,0 = Y wwwl )+ f@)P > fapa () = O G,

(v,u)€EE ’IU(.TJ)

By Lemma 5.2(2), Lemma 5.3(2), and Lemma 3.3, we have the following corollary.

Corollary 5.4. For any non-bipartite, finite, simple, connected, weighted graph G with
weight at least 1 for each edge, we have

kX (Q) < k

wt(V) ~ (diam(G) + 1) wt(V')

AP >

for 1 <k < n. Therefore,

kA (G) k

A= -1 .
Bz T [dam(@) £ ) wi(V)
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As mentioned in Section 1.1, Corollary 5.4, combined with [LOG17, Proposition 4.2],
improves the result in [Landau and Odlyzko, 1981].
To get a mixing time bound, we first give a bound on return probabilities using Lemma 5.3.

Corollary 5.5. Let G be a non-bipartite, finite, simple, connected, unweighted graph, and
t =0 mod 2. Then we have

pe(z, z) — m(x) o Z(diam(G) + 1) Wt(V).

< <
0 7(x) t
Proof. Set
Raiam (G)w(x)A if A €10,1) and Rgiam(G)w(z)A < pi(1),
50 = (1) for intermediate values of A,
o it A € [1,2] and

1 (2) — (diam(G) + 1)w(x)<2 —A) wi(2) — (diam(G) - 1)w(m)(2 —A) = pi(1).

By Lemma 5.3, using a similar argument as in part a) of the proof of Theorem 3.5, the
function ¢ defined above satisfies the conditions in Lemma 2.7(1). Therefore, for t = 0 mod 2,

0< paa) =m(@) < [ (1= FN)D
< Ratom (G () / (1= N+ (diam(@) + 1)w() / (1A

< 2(diam(G) + 1) w(z) /0 1(1 — A

Hence,

) . w(x) ! ¢
(@) < 2(diam(G) + 1) () /0 (I —=X)"dA.

But we know :’:((;C)) = wt(V) and

1 1 [e's} 1
/ (1—=X)"d) < / exp{—At} d\ < / exp{—At} d\ = I
0 0 0

Therefore,

pe(z,x) — 7(x) . 2(diam(G) + 1) wt(V).

= t

()
We are now almost in position to give the following mixing time bound.

Corollary 5.6. For a non-bipartite, finite, simple, connected, unweighted graph G, the
uniform mixing time of the simple random walk on G satisfies

Too (1/4) < 81,

If we further assume that G is reqular, then T,(1/4) < 24n?.
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Corollary 5.6 is parallel to [LOG17, Corollaries 4.3 and 4.6]. In the proof of Corollary 5.6,
the following lemma will be useful.

Lemma 5.7. For a reversible Markov chain with stationary distribution © and t = 0 mod 2,

we have
pil.y) —(y) ' . \/pxx, r) — (x) \/my, v) — ly)

m(y) m(z) m(y)

pt(x7y)_

In addition, max,, W(y)w(y)’ is decreasing in t.

Proof. One may refer to the proof of [LOG17, Proposition A.1]. The monotonicity is men-
tioned in [Lyons and Oveis Gharan, 2021]. O

Proof of Corollary 5.0. a) Combining Lemma 5.7 and Corollary 5.5, for ¢ = 0 mod 2, we
have

. pe(z, z) — () < 2(diam(G) + 1) wt(V).

x 7r(:zc) t

N

max
z?y

plzy) —7(y) ‘
(y)
In addition, we notice that wt(V') < n(n — 1). Because

2(diam(G) + 1) wt(V) . 2n-n(n —1)

8n3 = 8n3

X

| =

the second assertion of Lemma 5.7 ensures
Too (1/4) < 80,
b) To prove the second assertion, we assume G is d-regular. By Lemma 2.5, we have

diam(G) + 1 < Z%l

In addition, wt(V') = nd. Therefore, we have

2(diam(G) + 1) wt(V) _
24n?2 b

|

Consequently, the second assertion of Lemma 5.7 gives

Too(1/4) < 2402 O
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6 Transitive Case

We consider vertex-transitive graphs in this section. Recall that a graph G is vertex-
transitive if for every two vertices x and y of GG, there is an automorphism ¢: G — G such
that p(z) = y. When a graph G is vertex-transitive, all vertices of G have the same weight,
denoted by w.

6.1 Estimate of Spectral Measure
Given a vertex-transitive graph G, set
N#(r) = [{v e V; dist(v,z) < r}|.

This value does not depend on the choice of x because G is vertex-transitive. Furthermore,
as in [LOG17, Lemma 6.4], for every two vertices z,y € V, it is easy to see that ||[F2,, =
172 -

Lemma 6.1. When G is vertex-transitive, for each x € V,

w
vEN (x)
Thus, we have
or? — L1, 3 w@v) g 41,
x Q w z v
vEN ()
N w w w
vEN(z)
_ w<x’v)(FxQ+FUQ)- 0
vEN () w

The following Theorem 6.2 is similar to the first assertion of [LOG17, Theorem 6.1].
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Theorem 6.2. Let G be a vertex-transitive, non-bipartite, simple, connected, weighted graph
with weight at least 1 for each edge. For each x € V, ¢ € (0,1), and § € (0, %} , we have

1

2 N # arcsin 4/ (1— c)/2>
c*N < arcsin y/wd /2

e (6) <

Furthermore, for o € (0,2],
1

Vi—e)'
N# (L)

1g(0) <

Proof. Fix a vertex x € V.
a) Consider the spectral embedding {F2; v € V'} based on Q. Let

p=lF2lw,  Bo= max |F2+ FP|u.
vEN (z)

We have

1 1 w(z,v)
Q Q _ ’ Q Q Q
0> Trep {9 I )w = e u2< 2 (Fe+ F, >’Fx>

w
vEN (x) w

1 )
IEl 2 E%%Q(WfWi+<E%p§%)

2
T MW yeN(x)
1 Z w(x,v) [|F2 + F2|2
~IF2I2 w 2
vEN ()
> 5 max [F2+ PRI = 5%
~ 2wp? v 2wp??

In other words, 2 2— < y/wd/2. Since we assumed that § € (0, ], by the monotonicity of
arcsin function on the mterval [0, 1], we have

2 arcsin 5—0 < 2arcsin y/wd /2.
p

b) Set By = B(x, %) For v € By, let P = uguq - - - u,_1u, be a shortest path

joining x and v, with ug = z and u, = v. Define

F=(-1)'F2,  i=0,1,2,...,7.
arcsin 4/ (1—c)/2

<
Then r = arcsin (wd) /2’

and

1F: = Fall,, = 173 + £

Uq41 ‘

i=0,1,2,...,r—1.
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Write 0(hy, hs) for the angle between hy, hy € (2(V,w). Then using the sphere metric, we get

r—1
Q(ﬁ’o,ﬁ) < ZQ(E, ﬁz’—i—l)
i=0
r—1 ﬁvl o ﬁ‘z r—1 FQ FQ
— Z2arcsin —H HH”L” = ZQarcsin H wi ¥ Luiny Hw
i=0 2p i=0 2p
r-1 3 (3)
< ; 2 arcsin 2_2 < 2rarcsin y/wd /2

< o aresin m arcsin \/wd /2 = 2 arcsin \/m
arcsin y/wd /2

— arccosc.

Thus, o
‘COSQ(FxQ,FUQ)} = cosf(Fy, F,) = c.

. arcsin 4/ (1—c)/2
In summary, if v € B ZB(JJ,—>>
Y 0 arcsin 4/ (wé)/2

|cos H(Fxg, FUQ) | > c.

¢) By the above discussion,

P = PO = w|F2(v)|”

veV

= wl(F2 ) [ 2w Y [(F2 D),

veV vE By

=w Y |eosO(F2, F) "I F2|I% | F2II

vEBy

arcsin /(1 —¢)/2 )

arcsin \/wé /2

1

2
< .
wrs 9 arcsin 4/ (1—c)/2
c N#<—. — )

> w,o462N# (

Thus, we have

Now, by Lemma 2.3,
1

2 NT# arcsin (1—c)/2)'
N < arcsin /wd /2

pe (0) = wl| FR|I5, = wp® <

The first assertion is proved.
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d) Now we turn to the second assertion.

If (1 —¢) < wd, then
N# (¥ 1_c> ~1.
Vwd

1

Vi—c
eN# ()

But £2(5) < 1. So the second assertion holds in this case.
If (1 —¢) > wd, then \/wd/2 < 1. Thus, arcsin /wd/2 is defined. Note that
decreasing for € (0, 1). Therefore,

Therefore,

> 1.

is

arcsin x

—0)/2 wo /2
arcsin (1 c)/ 2 arcsin y/wd /2
Consequently,
\/1——0 arcsin /(1 — ¢)/2
Vws S arcsin \/m
Hence, the second assertion follows from the first one immediately. O

By the bounds on vertex spectral measures in Theorem 6.2 and [LOG17, Theorem 6.1],
using the method as in Theorem 3.5, we may get a similar result as [LOG17, Corollary 6.6].

Corollary 6.3. Let G be a finite or infinite, vertex-transitive, d-reqular, non-bipartite, simple,
connected, unweighted graph with at least polynomial growth rate N7 (r) > Cr?, where C > 0
and D > 1 are constants and 0 < r < diam(G). Then for each x € V and t > 0,

0 < pela,z) —m(x) <20t P2 for t=0mod 2,
|Pt37«75 —7(x )|< Ct~P/? for t=1mod 2,

~ o (D+4)D/2+2dD/2 2
where C' = =25 F(Q). [

The proof of this corollary is omitted. An analogue of [LOG17, Corollary 6.7] could also
be written down easily.

6.2 Minimum Eigenvalue

For a connected, finite graph G and its signless probabilistic Laplacian Q@ = I + P, we
know that 0 is an eigenvalue of Q if and only if G is bipartite from Corollary 2.2.

Theorem 6.4. Let G be a vertex-transitive, non-bipartite, finite, simple, connected, weighted
graph with weight at least 1 for each edge. Then

2 T 2
Q .
Amin 2 " (sm 1(diam(G) & 1)> .
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Theorem 6.4 is a partial analogue of the second assertion of [LOG17, Theorem 6.1].

Q
Proof. We may assume /\T < 1: otherwise, the inequality is trivial. Consider the spectral
embedding based on Q with § = A\S . Fix z € V and let

S::{SGV;f(S)ZO}, —{tEV f(t <0}

It is easy to see that both S and T are non-empty. Because G is assumed to be non-bipartite,
there exists an edge (s1,82) € E with s, 89 € S, or an edge (tl,tg) € FE with t;,t, € T.

a) If there is an edge (s1,s2) € E with s1,s9 € S, let 770 be a shortest path from z to
{s1, 32} Without loss of generality, we may assume Py is from z to sy. If |73’0| is odd, we

set P = 730, if ]730\ is even, we set P = 770.(31, S9), the concatenation of 770 and the edge
(s1,52). Hence, P is a path of odd length in any case. Assume

73:”0“1"'“1:7
with ug = x. We define
Fi=(-1)'F2, =012,k
Then F(] FQ and
(Fo, F), = (-)(F2,F2) = —<F3,F9> = —(Io(0)14/w, 1o(6) 1y, /w).,

= —(To(0)1s/w, Ly fw), = —(To(O)1,/w, 1) = —(F2.1,,
—Fxg(uk) < 0.

Hence,
<O(Fo, ). (4)

wm

In addition, using the sphere metric as in Eq. (3), we have

G(ﬁo,ﬁk) < 2k arcsin \/wAZ,, /2 < 2(diam(G) + 1) aresin \/ wAZ, /2. (5)

min min

Combining Egs. (4) and (5),

< 2(diam(G) + 1) arcsin \/ wA,, /2.

min

l\-’>|>l

So in this case,
2 2
)‘I%n > —(sin : | ) :
w 4(diam(G) + 1)
b) If there is an edge (t1,t;) € E with t;,t, € T, let Py be a shortest path from z to
{t1,t,}. Without loss of generality, we may assume Py is from x to t;. If [Pg| is even, we
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set P := Py; if [Py| is odd, we set P := Py.(t1,t3). Thus, P is a path of even length in any

case. Assume

P = wvovy -~ vy,

with vg = x, and define
Then Fy = F2 and

Hence, we have
T —
§ < 6(F0, Fg) .

In addition, using the sphere metric as in Eq. (3) again, we have

0(Fo, F,) < 20arcsin \/ w2, /2 < 2(diam(G) + 1) arcsin \/ wA2,, /2.

Combining Egs. (6) and (7), we get

g < 2(diam(G) + 1) arcsin \/ w2, /2.

m

So in this case,

2 ™ 2
o -
Amin > w (sm 4(diam(G) + 1)> '

7 Average Return Probability

(6)

(7)

In this section, we deal with the average spectral measure of @ and average return prob-
abilities for simple random walk on generic non-bipartite, simple, finite, connected graphs.

Our method is inspired by [LOG17, Section 5].

7.1 Estimate of Average Spectral Measure

Define average spectral measure of Q as

p20) = - 5" (o).

zeV

We also write ug(6) =3, 4 n2(6) for S C V.

Theorem 7.1. For any non-bipartite, finite, simple, connected, unweighted graph G and

d € (0,2), we have
12(0) < (40008)Y/3.
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Theorem 7.1 is comparable to [LOG17, Theorem 5.1].

Corollary 7.2. For any non-bipartite, finite, simple, connected, unweighted graph G, we

3 3
have AP > ot for 1 < k < n. Therefore, \f > —1+ 1oo—s.

Proof. By the same argument as in the proof of Corollary 3.4, this corollary follows easily
from Lemma 3.3 and Theorem 7.1. [

To prove Theorem 7.1, we need some preparation.
Let m == | 24°(8)| + 1. For each z € V/, set

||FmQHw
4

F2|
or [F2 + F2|, < =] 3

#(x) = {y e Vs |F2 = F2|lu < 3

We will use Algorithm 1 to get some useful sets.

Algorithm 1 Set-Selection.
Let S@ +— V.
fori=1—mdo
Choose a vertex x; in S;_; that maximizes u$(9).
Let S; < Si1 \ Z(z).
end for

return Z(xy), Z(x2),..., Z(xm).

For each x € V, set

V() I FQ 4 O 12w
N(z) = qy € N(z); [|[F,7+ F, ||w<T .
Let T'(z) be the star formed by z and N(z). We pick T(z) as a maximal (with respect to

inclusion) connected bipartite graph including 7'(x) such that

O (_q\distleyT (@) pO 1F2
Yy eV(T(x)) |[|[F2-(-1) FRIl, < =5

Lemma 7.3. Let G be a non-bipartite, finite, simple, connected, unweighted graph and
5= A2

min *
T

(0) Fori=1,2,...,m, we have u{%( )(5) < %.

(1) For i = 1,2,...,m, we have ,ug%_(5) > @. In addition, Algorithm 1 is well de-
signed: each S;_1 is non-empty and x; could be chosen for i =1,2,...,m. Therefore,
Algorithm 1 is not stopping before i = m.

(2) For1<i<j<m, V(T(z;))NV(T(x;)) =@.

Lemma 7.3 plays a similar role to that of Lemma 5.2 in [LOG17].
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Proof. (0) Since § > A2, we must have ||F2||,, > 0. By the proof of [LOG17, Lemma 3.13],

for any two non-zero vectors in a Hilbert space H,

;g 2|lf — gli%
R o) >1— T g
<||f||7-l ||9||H>H 17112, (8)

where Rz is the real part of a complex number z. Also, for y € Z(z;), by the construction
of Z(x;), we have an integer o;(y) such that
Q
HFzz —(=1) (y)Fy ||w S 4

This implies [|F2||, > 0 for y € Z(x;).
Therefore,

2

L= Y wlFRI

yER (2;)

(e T
ERT. T2l

_1\o: Q Q
- > ol
Y [(=D)7WEL" [[F2lw/ w

yeﬂ(xi

2| P2 - (~1)" W F2|3 2
o) T; y Hw
> > “y(5)<1_ e >

ye%(xi)

2\2 49
> l{%(xi)(é)o - E) = 6_4N§2(xi)(5)a

where we use Eq. (8) to get the first inequality.

It follows that
64 4

2 ()<= <-.

(1) We know g (6) = p(8) = nu?(d). In addition, by assertion (0), the total spectral

measure of removed vertices in each iteration of the for loop in Algorithm 1 is at most %.
We have, for each i < m,

4 nu(s
pg(0) = mp2(0) — S (m —1) > 0

where the last inequality holds by the definition of m. This implies S; ; # @ and z; could
be chosen in Algorithm 1 for ¢ = 1,2,...,m. In other words, the algorithm is well designed
and is not stopping before ¢ = m.

Furthermore, since x; has the largest vertex spectral measure in S;_; for: =1,2,... m,

we have o o
) ) o)
M$(5)>’u5i—l()>usm—l()>/’l’ (5)
¢ n n 3
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(2) Suppose that some vertex y lies in V (T'(z;)) NV (T'(z;)). We deal with assertion (2)
in the following two cases. For ease of notation, we write 75, = dist(z, y; T'(zy)) for k =1, j.
By the construction of 7'(z;) and T'(z;),

175
9 Y
Case (a): HF:EQJHw > 3||F2||,. In this case, we have

”F:vgk - (_1)TkFyQHw k=1ij.

(g =H —UEP,

> SlIFSll, > 5 SIIR

10

|| Zq

Thus, we have

_ 10
0= ER], = 1E20L > 5 £
This contradicts our assumption that y € V(T'(z;)).
Case (b): ||F2%||w < 2||F2||w. In this case, we have
1F = (O™ S|, = (1B = (07 ER + ()7 ER - W]Fgll
< ||F2 = COmER), + H(—l)”Ff —0m e,
= [[F2 = COTER|], + 12 = (=) ”FyQHw

1F2  IF2lw 1 1 5
S T <( Ty )” i

9 9 9 4
-4
Thus, z; € #(z;). But this is impossible.
Therefore, we may conclude that V(T'(z;)) NV (T(x;)) = @. O

For a subset E' C F(G) and a mapping F': V. — H to a Hilbert space H, we define

energy
= > IE+ R

(z,y)EE’
For S C V, let E(S) be the collection of edges that are incident with the vertices in 5. We
define the energy of S as £(5) = £(E(S)).

Lemma 7.4. Assume that the graph G is a non-bipartite, finite, simple, connected, un-
weighted graph. When § > )\r%n, for 1 <i<m,

5 . ()
E(V(T(x:))) > 250V T )
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Lemma 7.4 plays a similar role to that of Lemma 5.3 in [LOG17].

Proof. a) We first consider the case w(x;) ‘V )‘ Recall that w(z;) equals the degree
of x;, since we are considering unweighted graphs In this case,

EV(T@)) = Y IF2+F23

YEN (z:)\V(T'(z:))
| U IESI
> [N )\ V) el
Q
e 22
p2(0)

> (w(z;) — |V(T(x))] + 1)

S 12(9)
250(V (T ()|’

250w (x;)

where the second inequality holds because V(T'(z;)) 2 N(z;), and the third inequality holds
thanks to Lemma 7.3(1).

b) We now turn to the case w(z;) }V )‘ In this case, we claim that there must
be a path zgz; - - - z¢, such that ¢ < ‘V x;))|, 20 = x4, and

72— -ayrpg, > e

In fact, if V(T'(z;)) is a proper subset of V, there is a vertex y € V \ V(T'(z;)) with
dist(y,T(:vi); G) = 1. Let 2921 - -+ z¢ be a path joining zy := x; and z, := y, with 292y - -+ 201
being a path in T'(z;). Because T(x;) is assumed maximal and y ¢ V (T'(x;)), we must have

72— (-ayre, > 1l

If V(T(z;)) =V, since T(x;) is assumed to be a maximal connected bipartite graph and
G is a connected non-bipartite graph, there must be an edge e = (u,v), whose addition to
T'(x;) results in an odd cycle. To be specific, we have

dist (z;, u; T'(z;)) = dist(z;, v; T'(z;)) mod 2.

Write 7 := dist(z;, u; T'(z;)). Then

1E2 |
Q  / 1\7Q i
2 - 1y e, < 1l

This implies

Q
£2 - (-1yrg)), > Ml )
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12

+—, then

In fact, if otherwise || F.2 — (—1)T+1FUQ||w <

12F2

w’

1 1
L= 52— (172 B2 (<1, < (54 )2

= 0. But HFIQH #0 for § > \S, .
w K3 w
Now pick a shortest path zgzi--- 2,1 joining x; and v in T'(x;), where 2y = x; and
zg-1 = v. Let zz = u. Then zyzy---2_12; is a path joining x; and u. Hence, by our
assumption,

{—1=7 mod 2.

Therefore, Eq. (9) can be written as

72— -ayre, > 1l

Our claim is proved. By the claim, we have

-1 /-1
EWV(T(x:)) 2 Y IFEZ+FL 1% =D (D' E2 = () F2 I3
k=0 k=0

/-1

1 2 1

SN0 RS = (- R, ) > SIFS - (-1 F2IE
k=0

1 1 ) 1 | F22
> 7 gl 2 V(T(z;)] 81
R SR 11 C) RS S (i ()
V(T (z;)| 8lw(z:) = |[V(T(x,))| 250w(z;)
12(9)

250 V(T(x))|*

where the sixth inequality follows from Lemma 7.3(1), and the last inequality holds thanks
to our assumption that w(x;) !V )| The proof is complete. [

Proof of Theorem 7.1. To begin, we claim that
Z(y,z)EE(G)HFyQ + FZQ||12U
2 wev R w(z)
This can be proved exactly in the same way as [LOG17, Lemma 3.14]. In fact, for all z,y € V|
F2(y) = (Io(0) 1, /w(z),1,) = (Io(0)1/w(x), 1,/w(y)), = F(x).

Therefore, using Lemma 2.1, we have

ST o w@)IF2+E2R = Y wly2)Y w@)|(F2+ F2) ()|

0 =

(y:2)€E(G) (y,2)€E(G) zeV
= (y,2) Y w(@)|F2(y) + F2(2)|*
w y7 x y x *

(y,z)EE(G) xeV
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Proceeding further, we get that

ST wy)IF2+FR =Y "w(x) Y w(y2)|FEy) + F2)|

(y,2)€E(G) zeV (y,2)€E(G)
- i) F2. QF).
zeV
< dw(@)|F2,
zeV

The claim is thus proved.
Now we assume ¢ > A\, without loss of generality. Since for different i and j,

V(T (i) N V(T () = &,
we have 7 |V(T'(z;))| < n. Therefore,

1o~ ~
o> > - EV(T(x
ZyevHFyQHi () nue(d) 2;

1 i pe) o om _ pe(o)

> > > ;
2n112(8) < 250|V(T(xz~))}2 500m3 4000

where the second inequality follows by Lemma 2.3 and the fact that each edge is counted in
at most two sets T'(z;) for energy, the fourth inequality follows by convexity of the function
s+ 1/s?, and the last inequality holds because m > nu<(§)/2. The proof of Theorem 7.1
is complete. O

7.2 Average Return Probability

Using Theorem 7.1, we can bound average return probabilities. Theorems 7.5 and 7.6
together are comparable to [LOG17, Corollary 5.4].

Theorem 7.5. Let G be a non-bipartite, finite, simple, connected, unweighted graph. Then
for t =0 mod 2, we have
ZxEth(‘r7 ) - 1 30

0<

n t1/3
Proof. Set
n V4000 if A > 0 and nv/4000\ < nu*(1),
O(N) =< nu*(1) for intermediate values of A,

n—1—n/4000(2 — \) if A< 2andn—1—n¢/4000(2 — \) = nu*(1).
Then as in the proof of Theorem 3.5, by Theorem 7.1 and [LOG17, Theorem 5.1],
2(0)=0, B2)=n-—1,
np(A) < (N) for A e[0,1],
nu(A) = ®(A) for X e|[1,2].
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Therefore, by our calculation in part a) of the proof of Lemma 2.7, for ¢ = 0 mod 2,

ot = (e + 0 -r0) [ ()2

zeV eV

2 2
:n+t/ nu*(/\)(l—)\)t_ld)\gnth/ D) (1 —N)tdA
0 0

—n—(n—1)+ /02(1 — N (N)dr =1+ /02(1 — AN dA

! /4000
<1+ 2/ (1- )\)tnT)\‘Z/?’ dA
0
< 30n
<1+ 173

where we are using Lemma 2.6 to get the third equality, and the last inequality holds by
Lemma A.2 in the appendix. Therefore,

> wev Pelz,x) =1 _ 30
<
n tL/3

On the other hand, for all € V and even ¢, p;(x,z) > 7(z). Hence, we have

Z:cEV pt(l’, .17) - 1
n

= 0. U

Theorem 7.6. Let G be a non-bipartite, finite, simple, connected, unweighted graph. Then
fort =1 mod 2,

[Sacv pilz,m) — 1] _
n t1/3

Proof. a) Let t =1 mod 2. By our calculation in part a) of the proof of Lemma 2.7,

Sopten = (e~ 0-st0) e [ (et

zeV eV
2
=2—-n+ t/ nt(A) (1 — X HdA.
0

b) Set
Ui () = (n—1—n+y/4000(2 — X)) V0.
Then by Theorem 7.1,
Ui(0)=0,  ¥(2)=n-1,
DN =W\ for Ae[0,2].

zeV

Page 42 of 59



By our calculation in part a),

Y i) =2-n +t/2 Ty (A) (L =) dA

zeV
:2—n+(n—1)+/2(1—)\)ttlf’l()\)d)\:1+/2(1—)\)t\1f’1()\)d>\

1 3
N 1_/ (1_A)tm/§ooo 15n
0

—2/3 _Lon
AN 1

where the first equality holds thanks to Lemma 2.6, and the last inequality follows from
Lemma A.2 in the appendix.
c) Set
Wy(A) = (nV4000X) A (n — 1).

Then by [LOG17, Theorem 5.1],
U(0) =0,  Wp(2)=n-—1,
> A < Ty(N)  for Ae[0,2].

zeV

Using a similar argument as in b), we get
15n
Zpt(x,x)gl—i-m. O

7.3 Sum of Eigenvalue Powers in Absolute Value

Since similar matrices have the same trace, we have

ervpt(xvx)_l o Z?:l(Af)t_l _ li()\P)t
n N n n — v
Therefore, when t > 2 is even, Theorem 7.5 gives
dow pt(x z)—1 30
_Z‘)\P’t ev < —tl/g. (10)

For odd t, we have
n—1
ZIAf i

Theorem 7.6 will not glve a bound on 77! AF|* directly for odd . But we can still make a
detour and bound 3>77'[AF|* by Theorem 7 as follows.

‘Zpt:vx —1‘—’2 )\P

zeV
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Proposition 7.7. Let G be a non-bipartite, finite, simple, connected, unweighted graph. We
have

1A 30
EZMﬂtém for t=0mod?2 andt > 2,
i=1

n—1

1 30

E§|)\f|t<\%2j for t=1mod2 andt > 3.
i=1

The bound in Theorem 7.6 is t}%; we get the bound ﬁ for odd t in Proposition 7.7.
These two bounds are not far apart: they are of the same order in ¢.

Proof of Proposition 7.7. The assertion for even ¢ is nothing but Eq. (10). We now consider
odd t. When t > 3 is odd, by Eq. (10),

n—1 n—1 n—1 n—1

SN = ST < () ()

=1 =1 =1 =1

<< 30n )1/2( 30n )1/2
S\ —1 Vt+1
30n
/2 —1

where the first inequality holds thanks to the Cauchy—Schwarz inequality. [

8 Bipartite Case

Now we deal with bipartite graphs. On bipartite graphs, simple random walk has period
two. We have the following result on return probabilities, whose proof uses only the bound
on the vertex spectral measure of £ from [LOG17, Theorem 4.9].

Theorem 8.1. Consider a reqular, bipartite, simple, connected, unweighted graph G. For
each x € V', simple random walk on G satisfies
18
0 < pilz,x) —27(x) < — for t=0mod 2.
Vi
To prove Theorem 8.1, we don’t need to get a bound on the vertex spectral measure of
Q as we did in Section 3, because the following lemma gives us a relation between the vertex
spectral measures of £ and Q.

Lemma 8.2 (Mohar and Woess, 1989, Theorem 4.8). If G is bipartite, the spectrum of
P is symmetric with respect to zero. For each x € V', the verter spectral measure of P,
<[p(d5)e$, ex>w, is symmetric with respect to 0. As a consequence, if G is bipartite, for each
r €V and § € [0,2], 1. (8) = u2(6). O
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Proof of Theorem 8.1. a) Set

(M) if 0 <\ <2,
P\ = o
1 —27(x) it A =2,
and
10vV/A if A >0 and 10V < p#(1),
" (N) = p¥(1) for intermediate values of A,

pf(2) —10v2 = X if A <2 and p#(2) — 10v/2 — X = p#(1).

Then p#(0) = p#(0) = 0, 7 (2) = p¥(2) = 1 — 2n(x). In addition, by Lemma 8.2 and
[LOG17, Theorem 4.9], we have

i (N)
pi (N)

b) Now let ¢ be a positive even number. We have

#(\) for A€ 0,1],
#(A)  for A€L,2].

VoA

'
4

(T, ) = 1 — M) g (dX
pi( ) /[072]( )" b (dA)
= 2w(x) + 1 — M) uZ(dN).

Hence, we see that
plasa) = 2ea) = [ @-au@n =0
[0,2]

¢) On the other hand,

pil, 1) = 2m(z) + /[ LA Ry

= 2n(a) + (1— Nt} - / pF)d(1 - A
=2m(z) + (1 — 27 (x)) +t/2 pF(A) (1 =N hdA
<1t / TSN = VA = 1— () + / (L= NPy )

= 27(x) +/0 (1 =N (?)(\)dX = 27 (z) + 2/0 (1= N (") (\)dA

g27r(x)+2/015(1—\/_;)td)\:277(:c)+10/01(1_—\/;\)td)\
18
<27T($)+%,
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where the fourth equality follows from Lemma 2.6, and we use Lemma A.1 to get the last
inequality.
d) Summing up the above discussion, we get, for x € V and ¢t = 0 mod 2,

18
0 < p(z,z) — 2m(x) < —. O

Vit

Theorem 8.1 is an example of treating simple random walk on bipartite graphs. Using
the same method, one may get parallel results to what we had in previous sections. For
instance, the following Corollary 8.3 is parallel to Corollary 6.3.

Corollary 8.3. Let G be a finite or infinite, vertex-transitive, d-reqular, bipartite, simple,
connected, unweighted graph with at least polynomial growth rate N# (r) = CrP, where C > 0
and D > 1 are constants and 0 < r < diam(G). Then for each x € V and t = 0 mod 2,

0 < polx,2) — 2m(z) < 20t P72,

~ . (D+4)D/2+2dD/2 Q
where C' = =25 F(Q). [

Note that the rate t~/2 here is the correct decay rate for the simple random walk on
ZP, D € N. To prove Corollary 8.3, one need only follow our argument in the proof of
Theorem 8.1 and use the bound on the vertex spectral measure of £ obtained in [LOG17,
Theorem 6.1]. Details are omitted.

9 Combinatorial Signless Laplacian

We used spectral embedding to deal with random walk on graphs in previous sections.
In fact, this tool is also powerful in analyzing the spectrum of graph adjacency matrices.

Assume that G is a weighted finite graph. Let £2(V') be the Hilbert space of functions
f:V — R or C with inner product

(f9) =) flx)g(x)

zeV

and squared norm || f||* = (f, f). Let W be the diagonal weight matrix of the graph G-
W = diag(w(z); = € V). Then it is easy to see that the combinatorial signless Laplacian
© := W+ A is a bounded self-adjoint operator on £*(V'). We denote the resolution of identity
for © as g and define the vertex spectral measure of © at z € V' as

1 (0) = (Io([0,0) 10, 1a), 820,
For ease of notation, we also write Ig(d) = I ([0,4]) for § > 0.
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Lemma 9.1. For f € (*(V), we have

©f. )= whuw|fv)+ fw)]”

(vu)EE

Therefore, the spectrum of © is non-negative. Moreover, if f € img(I@(é)) for some 6 > 0,
then (©f, f) < o[l fI1*. [

See the appendix for a proof.
For 6 > 0, we define the spectral embedding based on © as

FO: vV = *(V)
z = F2 = Io(6)1,.
It is clear that F° is a real-valued function on V for each z € V.
Lemma 9.2. For each finite graph G and x € V,
2
[F2N] = FP(x) = 13 ().
Proof. Since Ig(0) is a self-adjoint projection operator on ¢*(V'), we see that
|21 = (B2, F2) = (To (012, To(0)12) = (To(0)1a, 1),

By the definition of the vertex spectral measure of ©, we see that (Ig(0)1,,1,) = u(d).
Moreover, since Ig(6)1, = F©, we have (Io(§)1,,1,) = FO(z). O

©

Lemma 9.3. If u©(8) > 0, define f: V — C as f == H? ik We have

(1) [Ifll=1;

2) f(@) = /i)

(3) f € img(e(9)).

Proof. The first and third assertions are obvious. As for the second assertion, by Lemma 9.2,

_F2(x)  pd(6)
=TEel T e VO =

blo

()

We are now in position to present bounds on vertex spectral measures. Denote the
eigenvalues of the combinatorial signless Laplacian © on G as

0<A2, =29 <A <CAD < <02, < )\9 =)0

min max"*

Recall that J# (@) is defined in Definition 5.1; Lemma 5.2 shows that J#(G) > m
when G is non-bipartite.
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Proposition 9.4. Let G be a non-bipartite, finite, simple, connected, weighted graph with
weight at least 1 for each edge. Then for each § € [0,\, ) and x € V, we have

) max
)

H(G)

12 (0) < < (diam(G) 4 1)6.
Proof. This proof is a mimic of the proof of Lemma 5.3. Fixing a vertex x € V', we define f
as in Lemma 9.3.
When 0 <6 < A2, , 1(8) = 0 by definition. So the inequality holds automatically.
When A2, < § < A2 we know that f is orthogonal to the eigenspace of © corresponding

min X max’

to A2, which is spanned by a positive vector according to the Perron-Frobenius theorem.
By Definition 5.1, we have
02 (f,0f) = Y ww,u)lf@)+ fW)]’ = f(2)’H(G) = p(5)H (G). O
(vyu)ER

In order to get a lower bound on eigenvalues of © from Proposition 9.4, we need the
following Lemma 9.5.

Lemma 9.5. Let G be a finite, connected, weighted graph. We have

> u2(8) = {75 A <5}

zeV

Proof. Note that

SO0 = Y (Te(9)1. 1,).

zeV zeV
This is the trace of Ig(d), which equals the dimension of its image. Therefore, we have

S uQ0) =1{j; A9 <6}, 0

zeV

Corollary 9.6. Let G be a non-bipartite, finite, simple, connected, weighted graph with
weight at least 1 for each edge. For 1 < k < n, we have
kX (Q) k
> > .
n (diam(G) + 1)n

Y

Proof. By Proposition 9.4,

o o nd
Zux(cs)éZ%/(Q =70

zeV zeV
Hence, Lemma 9.5 gives

{5 A9 <6} <

Therefore, we must have A9 > %(G) [

Page 48 of 59



For the adjacency matrix A of G, we denote its eigenvalues as

~Winax < Apin = AL <A <A < KA <AL = Mg < Winax,

min max

where wayx = max,ey w(z). The following Corollary 9.7 improves [Alon and Sudakov, 2000,
Theorem 1.1], which obtained that dp.x + /\*14 > (+ for unweighted graphs.

diam(G)+1)n
Corollary 9.7. Let G be a non-bipartite, finite, simple, connected, weighted graph with
weight at least 1 for each edge. For 1 < k < n, we have
kot (G) S k
~ (diam(G) + 1)n’

A
Wmax + >\k 2

Proof. Let X be the linear subspace of £2(V') spanned by the eigenvectors of A corresponding
to M A2 .. A and X be the linear subspace of £2(V) spanned by the eigenvectors of ©
corresponding to A9, )\?H, oy A9, Then

dimX; >k, dmXy>n—Fk+ 1.
It follows that
dim X; + dim X5 > n = dim (V).
Therefore, the intersection of X; and X, contains a non-zero vector h of unit norm. Hence,

kX (G)

——2 AU < (Oh, h) = (Wh, h) + (Ah, h) < Wmax + Ay O

Remark. The combinatorial signless Laplacian is also related to line graphs. Let p; > ps >
.-+ = p, be the positive combinatorial signless Laplacian eigenvalues of G. Then by [Brouwer
and Haemers, 2012, Proposition 1.4.1], the eigenvalues of the line graph of G are

ez:pz_27 i:1,2,...,T,
0, = —2, i=r+1,r+2,...|EG).

Using this relation and Corollary 9.6, one may do some quick analysis on the spectrum of
the line graph of G.
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A Appendix
A.1 Miscellaneous Lemmas and Proofs
In the proof of Theorem 3.5, the following elementary calculation is needed.

Lemma A.1. Fort >0, we have

Proof. We have

1 o0
/(1—/\ —d/\ /exp{ AIAT2dN < / exp{—MIA"V2 A\,
0

0

Taking a change of variable A\t = s, we get that

/OOO e (s/t)" V2 d(s/t) < % /0°° s 1/2 s

ra/2) _ 9
Vi 5Vt

Hence, the inequality follows immediately.
Lemma A.2 is useful in the proofs of Theorems 7.5 and 7.6.

Lemma A.2. Fort >0, we have

3
VIO [ yacan g 12
t1/3°

Proof. We have
1 0o
/ (1—NIA23d) < / exp{—AIA"Z3 d).
0 0

Taking A\t = s, we get

/000 exp{—MIA"H3dN = /000 e (s/t)"H3d(s/t)
[T < 1)

VR 1173

Therefore,

3 1 3

v/4000 (1- )\)t)\’2/3d)\ < V4000 T°(1/3) < E
3 0 3¢1/3 $1/3
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Proof of Lemma 2.1. We need prove the first assertion only. First, we claim that

S w(o,w)l f)If @) + f(u)] < .

v,ueV

In fact, we have

> www)f)IF@) + f)] < wlou)([f @)+ 1 f)If(w)])

v,ueV v,ueV
=Y w,a)lf@)F+ Y wv,w)lf(©)]f(u).
v,ueV v,ueV

By the Cauchy—Schwarz inequality, we may proceed and get

> 7w, w)fO)[f) + f)] < D ww,uw)|fv)]

v,ueV v,ueV
/ /
(X wwlrp) (X w<v,u>|f<u>|2)l 2
v,ueV v,ucV
= > w,w)f@)+ Y wv,u)|f(v)
v,ueV v,ucV
—QZ (v,u)|f(v) —22]]‘ )| Zw(v,u)
v,ueV veV ueV
=2 |f(v) = 2|| flw < o0.
veV

The claim is proved. By this claim, using Fubini’s theorem, we have

3" w(v,u)f(0)(f(v =D f©))_wv,u)(f(v) + f(u))

=S w()f) (f(v) + 3 plv,u) f(u)
=3 w()f@)((I+ P)f)(v) = (f. (I + P)f),
={(f, Qf)w.

By interchanging v and v, we have

> wv,u) f(u)(f(v) + f(w) = (f, Qf hu

v,u€eV
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Therefore,

S ww, )| )+ F@)f = 5 3 wlow]f) + F)]”

(vu)eE v ueV
LY w0 T F@) + Y vl )70 + 7))
= 1((f. Qf)w + (£, Qf)w)
- <f7 Qf>w =

Proof of Lemma 9.1. We need to prove the first assertion only. Notice that

D wlv,w) f)(F)+ flw) =D F0)) w,u)f(0)+ > f0)> wlv,u)f(u)

=3 Fyw) o) + > f)Af)v)
veV veV

= (f,Wf)+{f,Af)

= (f,0f).

By interchanging v and v, we have

> wlv,u) f(u)(f(v) + fw) = (f,Of).

Therefore,
Z w(v,u)‘f(v) + f(u)|2
(vyu)eE
_ %( > w(v,u) f ) (f(0) + fu)) + > w(v,u)f(u)(f(v)Jr—f(u)))
=s((f.ef +{f.00)
=(/.Of). 0

A.2 Return Probability Bound Involving Relaxation Time

In this part, we consider finite graphs only. We use essentially a similar method to
[Oliveira and Peres, 2019]; yet the negative spectrum of P is also considered. Let G be
a non-bipartite, finite, simple, connected, unweighted graph. Then A\Z. = AP > —1. Set
A= DIV IAP |t = (1= AL =2t /2] — 2.

Theorem A.3. Let G be a non-bipartite, finite, simple, connected, unweighted graph. For
t > 0, simple random walk on G satisfies
20d(x)\/trel + 1

(t + ]->dmin

|pt(x, x) — 7T($)| <
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Theorem A.3 is analogous to [Oliveira and Peres, 2019, Theorem 1.2]. To prove The-
orem A.3, we need some preparation. Recall that the hitting time of A C V' is 74 := inf{t >
0; X; € A} and Green’s function is

t
g(z.y) = play), t>0, zyeV.
s=0

Lemma A.4. Fort =0mod 2 and x € V', we have

1
0< ,xT) — <
pe(z,x) — m(x) oo

Proof. By Eq. (1), for ¢ = 0mod 2, p(z,x)
Therefore, we have

g(z,x)
Lyl

m(x) is nonnegative and decreasing in t.

t/2
0 < pe(w,z) —7m(x) <

L
2

(X )~ (4 () (A1)
In addition,

t/2

t/2

t/2
> o) — (54 () = Y /( el = /( (o) Insave
s=0 s=0 -L1 -5

s=0
1 — A2
- /( T Ve
1
< [, T e,
11

where Ip is the resolution of identity for P.

(A.2)
On the other hand, since for 1 < i < n,
(APY/H2 € AT € VAN € ot
we have
1 —e1 1 — \'+2
—Ipd/\evaé/ —IPd/\eva
L T el < [ S e
t/2 /2 (A.3)
= paulwx) = (5 + Dr(x) <Y paslar, )
s=0 s=0
< gy (@, ).
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By Egs. (A.1) to (A.3),

1 t/2
0 < pelw, ) —m(x) <

< (et o) - G+ Drla)

1 / 1
< — (Ve |7,
L4l 1=

1 / 1—et )
= [7p(dA)es][3,
G+ —e) oy 1N
: (z.2)
X "\xr,x).
G-
Lemma A.4 is proved.
Proposition A.5. We have
24n%d g
trel < —

dmin
Proof. a) Suppose G = (V, E). We construct an auxiliary graph G = (17, E’) as follows:

(1) Let V! = {a’; 2 € V} be a copy of V. The vertex set of G is V =V UV’
(2) If (z,y) € E, we introduce two edges (z,y') and (z',y) in E.

Obviously, G is a bipartite graph. So the spectrum of the transition matrix P on G is
symmetric about 0. Denote the eigenvalues of P as

_1:A1</\2<X3<"'<X2n—1<X2n:1-
Setaellz 712 -

. Because the eigenvalues of P are also eigenvalues of P, we have

trel < trel .

b) It is easy to show that diam(G) < 4diam(G) + 1. Using a similar argument as in
[Oliveira and Peres, 2019, Proposition 3.1], one may get that

fror < diam(G) wt(V) < 2(4diam(G) + 1) wt(V)

< 2(4(d3” . 1) + 1) wt(V) < 241

24n2d,,
wt(V) = - Gave O
min min dmin
For non-empty A C V and z € V' \ A, define G(z,x; A) = Ex[zzal 1ix.¢43]-
Proposition A.6. We have

G,z A) _ 9

A < () ().
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Proof. By [Lyons and Peres, 2017, Eq. (2.5)] and network reduction, we have
G(z,z; A)

@) SWE(V)Reg(2 <> A) = daygnRe(z > A),

where Reg(x <> A) is the effective resistance between  and A. Then we need only follow
the proof of [Oliveira and Peres, 2019, Proposition 3.2] to get

9d,.n
2d2g (1

min

Reg(z > A) < —m(A)). O

Now fix x € V. For a > 1, let

Aa ={yeV; gv(y,z) <arm(z)(t' +1)}.

We claim that A, # @ for a > 1. In fact,

gv (Y, )
L-m(da) = Y wly) < ) " @+ D

y¢Aa y¢Aa
_ Z () gy (z,y) < 1 gv(@,y) (A.4)
ar(z)t' +1) "« = t+1

=— <L
o

So for a > 1, A, is non-empty.

Lemma A.7. Forx €V,

/ 6dav
g0 (& 1) Oy gy

71'(1’) dmin
Proof. a) Set ag = E’Z;—Vlin . \/t’i We claim oy > 1. In fact, we have
Sdaygn 1 Sdavgn 1
O{O = . = .
dmin t+1 dmin \/ 2 Irtrel/2—| -1
Sayen 1 S 5davgn 1
- dmln V rel + 2 - ]- mln \/—24davgn2 + 2 - 1
dmin
> 5davgn

mm / 25ddVgn mln

Therefore, oy > 1. As a consequence, A,, is non-empty.
b) If z € A,,, by the definition of A,,,

gt/(x,x)
— X

5%, )
< / — —an
(@) ap(t' + 1)

t+ 1.
dmin +
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c) If x ¢ A,,, by the strong Markov property, Proposition A.6, and the definition of A,,,

gt/(l',ﬂf) < G<x,$;AO¢0) +E |:gt/(XTAa07x):|

m(x) m(x) m(x)
< g . <C§;_f>2(1 — 1(Ay)) + ot +1)
< g : (Cilmg”)%o +ao(t +1)
= (2 + 5V + 162:5?
GiZ—Vigj Y
where the third inequality is by Eq. (A.4). O

We are now in position to prove Theorem A.3.

Proof of Theorem A.3. a) Recalling that t' = 2[t,0/2] —2, we have t’ < .. By Lemmas A .4
and A.7, for t =0mod 2 and = € V,

1 gy (T, x
Osploz) —ml@) S = %(Jr 1)
6d e (x 6d(x
SA=end +( 1))dmm rrl=qz e—l)((g )+ D Vit
6d(x) i< 10d(x) Vtre + 1
ST G+ Dl ™ S T
_20d(x)y/trel + 1
(t + 2)dmin

Therefore, for t = 0 mod 2 and x € V', we have

20d(x)v/Fral + 1
(t + 1)dmin

0 < pelw, ) —7m(x) <

b) Our calculation in part a) implies that for ¢ = 0 mod 2,

20d(z)v/Eral + 1
(t + 2)dmin

pile,z) — m(z) = / N[ Ip(AN)e, | <
(7171)

Therefore, for t = 1 mod 2, we have

o) = x| = | [ N lmanel] < [ e e@el
(-1,1) (-1,1)
= [ A e,
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Hence, the Cauchy-Schwarz inequality gives

e ) =@ <[ [ @ A e
(-1,1) 1,1)

20d(2) vV + 1 _ 20d(@)Vha 1 0
\/(t — 14+ 2)(t + 1+ 2) diin (t+ Ddmin
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